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We consider the problem on recognition of a string object presented in several video
stream frames. In order to maximize the output accuracy, we combine several results of the
recognition. To this end, we consider a model of result of a string object recognition. The
model takes into account the estimations of alternative results of per-character classification.
Also, we propose an algorithm to combine results of a string recognition according to this
model. The algorithm was evaluated on a MIDV-500 dataset of document images. The
experimental results show that the proposed algorithm allows to achieve the high accuracy
of recognition result due to an analysis of several images, and the use of the estimations of
alternative results of per-character classification gives the higher results then a combination
of strings that contain only the final alternatives of each character.
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Introduction

High-precision and high-speed recognition of objects in images and video stream is of
particular interest for a wide range of researchers in the recent years [1-3|. The nontrivial
problem is to recognize such objects as text paragraphs, document fields, etc. In particular,
this problem takes place, if the image source is a hand-held camera of a mobile device.
Among disadvantages of such images we note motion blur, defocus, glares on reflective
surface, camera resolution, which is insufficient for accurate OCR (Optical Character
Recognition), etc. [4,5]. Fig. 1 gives an example of a glare on reflective surface of a
document, as well as the impact of the glare on the text field images obtained from the
video stream frames.
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Fig. 1. An example of a glare on reflective surface of a document (left) and the text field
images obtained from the video stream frames (right). Images are taken from MIDV-500
dataset [6] (clip HA39 field 3)
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One of advantages of the video stream recognition is the possibility to process several
frames in real time and, therefore, to mitigate disadvantages of single-frame object
recognition. In other words, the same object is recognized several times in different video
frames, and, therefore, the overall recognition accuracy increases. Note that the selection
of a single best recognition result is not useful strategy in some cases, for example, if there
is no video stream of a document having the frame with fully visible and recognizable
object. Therefore, it is necessary to investigate by the method of combination of several
recognition results.

A wide range of works is devoted to the problem on combination of the results obtained
by different recognition systems for the same input [7,8]. In some sense, this problem is
similar to the problem on combination of several results of recognition of the same object
by different inputs. However, most of published papers considers the result of a single
indivisible object recognition and, therefore, deals with the model of recognition result as
a result of division of an input object into a certain number of classes. At the same time,
as a rule, the problem on composite objects recognition requires to represent a recognition
result as a sequence of classification results, such as in the case of text string recognition,
where each character is recognized separately. There exists a number of papers devoted to
combination of results of a string object recognition. Most of these papers is based on the
ROVER approach [9]. For the first time, this approach was proposed in order to recognize
a speech. Later, the ROVER approach was used for optical recognition of printed [10] and
handwritten [11] text strings. At the same time, these works consider the model of result
of a string object recognition as a string of characters (with the estimation of confidence
of overall string) and do not use the extended hypothesis model, which takes into account
the per-character alternatives. However, the paper [12] shows that the extended hypothesis
model allows to increase the accuracy of text strings recognition due to the use of language
models. According to the paper [11], the ROVER framework can be underexploited in the
field of string object recognition. The paper [13] also considers the problem on combination
of results of a string object recognition, but does not give the formal problem statement,
the sufficiently complete description of the algorithm, and the information on the impact
of the extended model of per-character result.

The goal of this paper is to construct a model of result of a string object recognition,
which takes into account the per-character alternatives. Also, based on the model, we
follow the ROVER architecture in order to construct an algorithm to combine the results
of a string object recognition. Section 1 describes the model of result of both a single object
classification and a string object recognition. The model is used to construct the algorithm
in Section 3. Section 2 states the problem on combination of results of a string object
recognition. Section 3 describes the proposed algorithm. Section 4 presents an experimental
investigation of the algorithm performed on the basis of the MIDV-500 dataset [6], which
consists of video clips of 50 samples of various identity document types (10 video clips
per each document type, where each video clip consists of 30 frames) with ground truth
containing ideal positions and values of text fields.

1. Model of Result of String Object Recognition

In order to construct a model of result of a string object recognition, first of all we
consider the corresponding model for a single object. Suppose that K possible classes of
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objects form the set C' = {c1,¢ca,...,cx}, and it is necessary to determine a class that
contains the image I of some object c. To this end, we use the module f of a single object
classification. In the classical problem statement, the result is one of the classes f(I) = ¢y,
where ¢y € C, and the problem on a single object classification is to maximize a posteriori
probability that the class ¢; coincides with the true class ¢ (provided by some dataset).
In the general problem statement, the classification module f associates the input image
I with the set of pairs f(I) ={(c1,q1), (¢c2,42), .., (¢, qK)}, where ¢; is the membership
estimation of the fact that the object belongs to the class ¢;. The final result of a single
object classification is a class corresponding to the maximal membership estimation:

(Cranefn)a (o= mx o) |

c.q)ef(I)

If there exist several pairs (cr,,qr), (¢f5, qr), - .. with the same maximal membership
estimation, then an additional convention is established in order to uniquely determine
the class. For example, we can consider the result to be the class with the maximal
membership estimation and the minimal index in the set C'. Model of result of a single
object classification (1) can be considered as a variant of the model of result of the
algorithms to compute membership estimations [14| and is widely used in the methods
of optical image recognition based on the convolutional neural networks [15].

In order to define the result of a string object recognition, we need to introduce a
zero-length “null string” A (an empty class) as a possible alternative of a single object
classification. By the extended result of a single object classification we mean the mapping
a: CU{A} — [0, 1] from the set of classes and the empty class A to the set of membership
estimations. Each membership estimation is considered to be a real number in the interval
[0, 1], and the sum of all membership estimations is equal to 1 in each mapping. Therefore,
we define the set of all possible results of the single object classification C:

c« {a e [0, 1)V Z alc) = 1}. (2)

ceCU{\}

D) = argmax{ (0} € {

On the set of all possible results of single object classification C (2), the metric can
be defined as follows:

pela,b) % > la(e) = b(e)|, Va,beC. (3)

ceCU{\}
It is easy to see that function pg(a,b) (3) has all metric properties, since pg(a,b)
corresponds to a scaled taxicab metric in a vector space on the ordered set C'U {\}. The
range of the function ps(a, b) is the interval [0, 1], since the sum of membership estimations

is equal to 1 for any a,b € C. A
Denote the “empty classification result” by A:

AL, (01,0, (e2,0), ., (e, 0)} @
By the result X of a string object recognition we mean a string on the set C'\ {\},

i.e. the element X € X, where X & (C'\ {A\})*. The string X is a sequence of results of
a single object classification X = x,25 . .. 2,, where 2; € C'\ {A}. The length | X| = n of
the string X is the number of elements in the sequence. Denote by X; ; a substring of X,
which includes the elements x;x;1...2; for 1 <i < j < n.If i > j, then the substring

~

X ; corresponds to the empty substring A with zero length.

76 Bulletin of the South Ural State University. Ser. Mathematical Modelling, Programming
& Computer Software (Bulletin SUSU MMCS), 2019, vol. 12, no. 3, pp. 74-88



I[TPOI'PAMMIPOBAHNE

The elementary edit operation 7" on the string X is defined as a pair (a,b) # (AN,
where a,b € C, as follows. If b # ), then the element z; = a is replaced by the element b
in the string X. If b = )\ then the element x; = a is deleted from the string X. If a = )\
then the element b is inserted in the string X.

Consider two arbitrary strings X,Y € X with finite lengths. An edit transformation is
defined as a sequence of L elementary edit operations T'x y = 7175 ... Ty, which transforms
the string X to the string Y. The weight of an edit transformation is defined as a sum of
distances (in terms of metric p (3)) between the pairs of objects involved in the elementary
edit operations T; = (a;, b;) of the edit transformation Ty y:

w(Txy) €Y pelaib). (5)

=1

Define a metric on the set of results of a string object recognition X as the minimal
weight of an edit transformation which transforms the string X to the string Y:

px (X, V) < min{w(Txy)}. (6)

Function px (6) can be considered as one of the realizations of the Generalized
Levenshtein Distance [16]. It can be shown that px has metric properties, if p4 also has such
properties [17]. The following recurrent procedure allows to compute the distance px(X,Y)
between two results of a string object recognition. Let d(¢, j) be the distance px(X;._;, Y1 ;)
between the prefixes of the strings X and Y with lenghts ¢ and j, respectively. Then

d(0,0) = ch o, A, d(0,5) = Zpé(j‘ayk)a

pé(xi,)\)—i-d(z—l,j), (7)
d(i, j) = min ¢ pe (A, y;) + d(i, j — 1), )
pewiyy;) +d(i —1,5—1)

and d(| X, |Y|) corresponds to the target metric value px(X,Y).

Note that the maximal value of the metric px(X,Y) is max{|X]|, |Y|}, if pa (3) is used
as a metric on the set of results of a single object classification. At the same time, since
px is a particular case of the Generalized Levenshtein Distance, then this metric can be
normalized such as to save the properties of identity, symmetry, and triangle inequality [17]:

2. px(X, Y)
a- ([ X+ Y]) + px(X, Y)

where « is the maximal possible weight of elementary deletion or insertion. In
the case of the weight of an edit transformation defined as (3), we have a =
max{pa(a, \), pa(A,b),a,b € C} = 1.

Among alternative approaches to comparison of string objects we note the Dynamic
Time Warping (DTW, [16,18]). However, the classical statement of the DTW algorithm
requires correspondence of the boundary elements of the compared string objects, but
does not penalize insertions and deletions, and does not have metric properties (more
specifically, does not guarantee that the triangle inequality is satisfied).

pr(X, V)< 8)
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2. Problem on Combination of Results of String Object
Recognition

Let us consider the problem on a string object recognition in a video sequence.
Input of the system takes a sequence of the images Iy, Is, ..., 5y of the string object
v € C*. The module F of a string object recognition associates each image with the result
of recognition F(I;) € X. In framework of the considered model, we assume that the
membership estimations of the empty class A are equal to zero in the results of a single
image recognition: . o ‘

) . 9

i(A) =0, Vjie{l,...,ng}. (9)

The problem is to combine the results X, X,,..., Xy with associated weights
Wy, Ws, ..., wy in the single result X € X minimizing the distance (according to some

metric) between X and the true value v. Since X € X is the string on the set C'\ {A}, and
v is the string on the set of classes C, then, in order to determine the distance between
these strings, it is necessary to perform some additional conversion. The most natural way
is to convert the true value v to the string 7 € X

Vo o=Vl Uy, Vv;€EC

7 L {(X0),(e1,0), (e2,0), -, (3, 1), (e, 0,

and use metric px(X,7) (6) (or its normalized variant px (X, ) (8)) as a distance between
the combined result X and the true value v. However, from a practical point of view, the
possibility to obtain the final result of a string object recognition (by analogy with final
result (1) for a single object) is important. In order to obtain the final result of a string
object recognition, we can use the following two-step procedure.

1. Associate each component z; € C'\ {A} of the combined result X = zy2y... 2,
with either the corresponding class c¢,; € C with the maximal membership estimation
7;(cy;), or the empty class A, if the membership estimation z;(\) exceeds the predefined
threshold 6:

_— { arg max,.ox;(c), if z;(\) <4, (11)
A, if z;(\) > 4.

2. Delete all components Z; = A from the string 7,7, . . . 7, obtained in the first step.
Use the constructed string X, € C* as the final result of a string object recognition.

We can consider the distance between the combined result X and the true value v to
be either the Levenshtein distance levenshtein(Xg, v) [16], or its normalized variant [17]:

2 - levenshtein (X, v)

pr(Xo,v) = | Xo| + |v| + levenshtein(Xy, v)’ (12)

The problem on combination of results of a string object recognition is considered in [9]

in the context of speech recognition. Instead to combine the results of recognition of several
images I, I, . .., Iy by the single recognition module F', the paper [9] combines the results
of recognition of the single “image” I by several recognition systems Fi, Fy, ..., Fiy. These
two problem statements can be considered as similar ones except for the noise model.
Indeed, the aim of the combination of results of a string object recognition in a video
sequence is both to filter the noise component in the input images Iy, I, ..., Iy (that is
conditioned by inaccuracies in the input data, errors of input images preprocessing, etc.)
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and to take into account the impact of this filtration on the result of an application of the
recognition module F'. At the same time, the aim of the combination of results obtained by
different recognition modules is to filter the noise introduced by the recognition modules
themselves.

The approach described in [9] is called the ROVER (Recognizer Output Voting Error
Reduction) and is constructed as a two-module system given in Fig. 2. At the first step,
the alignment module transforms all input string objects to strings of equal length by
performing corresponding insertions of the empty class A in an optimal way. At the
second step, the voting module selects a class for each string component on the basis of
a linear combination of class frequencies and confidence estimations of the corresponding
recognition modules.

Alignment —1 Voting module L X,
module

Fig. 2. Two-module system of the ROVER approach 9]

The model of result of a string object recognition used in the ROVER approach [9]
is a pair of a string on the set of classes of a single object classification and a confidence
estimation of a recognition module. In order to construct the algorithm to combine results
of a string object recognition with the extended model of recognition result, we consider
the problem statement to align strings of type (9).

Consider the input of the alignment module to be N strings X, ..., Xy, where X; € X|
and |X;| =n; > 0:

_ 1l 1 _ 2.2 2 _ NN N
Xi=x2y.. 1, Xo=x175...0,,, ..., XN=2775 ...2, . (13)

In order to represent the alignment of results of a string object recognition, we
introduce the function Align : {1,..., N} X {1,...,mjgmlxni} — {1,....,3°¥ n;}. The
1=

function Align(i,j) determines the number of the component of the “combined” result
string, for which the component xé provides a contribution. For each input string, the
values of the function Align are different for different string components and remain the
order of components: Vi € {1,...,N},Vje {1,...,n;—1} : Align(i, j) < Align(é, j +1).

Also, we introduce the function Match : {1,..., N} x {1,...,3°¥ n;} — C defined
as follows:

Match(z = ~
ateh(i k) =057 iy Align(i, ) = k.
The problem on alignment is to find the alignment function Align minimizing the

penalty functional given by a total pairwise distance between results of a single object
classification contributing to the same components of the combined result:

def { 5, it Align(i, j) = k, (14)

Z Z pe(Match(iy, k), Match(iz, k)) — min. (15)

k 11<io

Bectauk FOVYpI'Y. Cepus <Maremarndeckoe MO/eJIMPOBAHUE 79
u nporpammupoBanues> (Becruuk FOYpI'Y MMII). 2019. T. 12, Ne 3. C. 74-88



K.B. Bulatov

In order to generalize the voting module (see Fig. 2), which goal is to select the class
for each component of the combined result, we introduce the function r that combines the
results of a single object classification:

r:CV ox (RN = C\ {A}. (16)
Input of the function r consists of N results of a single object classification aq, as, ..., an
such that 30 : a; # A, and a sequence of the corresponding non-negative weights
N
wy, Wa, . .., wy of contribution of each result, Z w; > 0.

i=1
Then, we have the following form of the function R that combines the results of a
string object recognition:
R(Xl,XQ, . .,XN,wl,wg, . .,U}N) = T1roTy .. .’I“nR, (17)
where nr = max Align(i, j), and each component of the combined string is computed by
irj

function (16) that combines the results of a single object classification. According to result
of alignment (14),
r; = r (Match(1, j)), Match(2, 7), ..., Match(N, j), wy, wa, ..., wy) . (18)
In the general case, the exact solution to problem on alignment (15) requires the
computation of dynamic programming scheme (by analogy with the computation of
Generalized Levenshtein Distance (7)) with a complexity that exponentially depends on the
number N of input strings. Indeed, in the computation, it is necessary to use results of the
alignment of the strings X1y ;, Xo1 4,,..., Xn1.4, for all tuples formed by prefix lengths
of a string recognition results (iq,4s,...,in) € {1,...,ni}x{1,... ;no}x...x{1,...,nn}).
In order to compute this scheme, we can also use some heuristic approaches to search for
the shortest path such as the A*-search [19].
In the next section, we present the algorithm to combine the results of a string object

recognition. The algorithm uses the same approximation of the alignment functional as
the original ROVER approach [9].

3. Algorithm to Combine Results of String Object Recognition

Computation of combined result of a string object recognition involves a sequence
of the intermediate combined results RN (X, wy), ..., ROV(Xy, ..., Xio1,wy,. .., wi_y),
where each result R~Y is used to obtain the alignment result at the i-th stage. At the
first stage of the algorithm, R(l)(Xl, 0) = X, (19)

At each next <-th stage, construct an optimal alignment of the strings
X; and  RUV(Xy,...,X;1,w,...,wi_y). To this end, use a dynamic
programming scheme by analogy with (7). Let d(I,m) be the distance
X (Xil___l, ROD(Xy,..., Xi_,wy, ... 7wi—1)1...m)7 and P,(l,m) be the auxiliary functions
for p € {1,2,3}. Compute d(I,m) and P,(I,m) by the following recurrent procedure:

d(ov O) =0, d(lAv O) = Zﬁc:l pé(x;w /\)7 d(07 m) = ZZ; pC’(/\7 Tl(cz_l))v

Pl(lv m) = pé(xliv )‘) + d(l -1, m)7

Py(l,m) = pa(Aria V) +d(l,m — 1), (20)
P3(l7 m) = pé(xév T7(7Z‘1_1)) + d(l —1m- 1)7

d(l,m) =min{Py(l,m), Py(I,m), Ps(l,m)}.
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In order to compute the combined result R® (X1,..., Xj,wy, ..., w;) at the i-th stage,

we introduce two auxiliary functions tx : {0,...,n; + ng,_,} — {1,...,n;} and tg :
{0,...,n; +ng,_,} = {1,...,ng,_, } computed by the following recurrent procedure:

tX (0) = Ny,

tR(O) =NR; 1,

bk —1),if Py(tx(k —1),tp(k — 1)) = d(tx(k —1),tr(k — 1))A
©AP(tx (k= 1) tr(k — 1)) # d(tx(k — 1), tr(k — 1)) (21)

tx(k—1)+1, in other cases,

ta(k) = tp(k—1), if Pi(tx(k—1),tr(k—1)) =d(tx(k—1),tg(k —1))

R tr(k — 1)+ 1, in other cases.

At the i-th stage, the combined result is computed as follows:

ng, = min{k : tx(k) = tr(k) = 0},
R(Xy,..., X;wy,...,w;) =17y cTng,s

r <T(Z (l)k) 410 )‘ Wi_ 1, Wi ), if tX(t(k)) = tX(t(k) o 1)’

tx(k) =

(22)
I = r ()\, 2 s Wimtsw; ) 5 i tr(t(R)) = t(t(k) — 1),
(i-1) i :
r <rtR(t(k))+1, Tp o (1) 410 Wi_1,w; ), in other cases,

where TW; & S wg, t(k) o ng, —k+ 1, and function r (16) combines results of a single

object classification.
In framework of the proposed algorithm, the function r should have the following

property:
r(ay,...,ay,wy,...,wy) = (23)

=r(r(ay,...,an_1,Wy, ..., WN_1),aN, W] + ...+ WN_1,WN).

In the more general case, the alignment procedure is the same. At the i-th stage, the
combined result should be computed directly by (18). To this end, it is necessary to obtain
the functions Align and Match (14) in the explicit form.

In framework of this work, we consider the function r to be a weighted average of
membership estimations, which has property (23):

r(ay,...,ay,wy,...,wy)(c) = WLNZQZ-(C) cwy,  Yee CU{M}. (24)

In the pseudo code form, the procedure to combine results of a string object recognition
is presented as Algorithm. The computational complexity of both metric function pgs (3)
and function r (24) that combines results of a single object classification is O(K'), where K
is the number of classes in a single object classification. Since the upper bound of the length

of the combined string R is O <Z;:1 |XZ\> < O (i-max)_, | X;|) after the i-th stage, then

the computational complexity of each algorithm iteration can be estimated as O(M2NK),

where M = max¥ , |X;|, and the computational complexity of whole Algorithm can be
estimated as O(MQNQK).

4. Experimental Results

In this section, we present the experimental results obtained by the proposed algorithm
to combine results of a string object recognition described in the previous section. In
framework of the problem on recognition of text field, we use the MIDV-500 dataset as
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Require: N >0and Vie {1,...,N}:|X;| >0

1: R+ Xy
2. W+ wn
3: for i =2 to N do
4: d(0,0) + 0
5. p(0,0) < 0 {path label}
6: for k=1 to |X;| do
7: d(k,0) + d(k —1,0) + pa (i, M) {X; =zl .. .a:fxi‘}
8: p(k,0) + 1 {path 1 — aligning x} with an empty component}
9:  end for
10  for k=1 to |R| do
11: d(0,k) + d(0,k — 1) + ps(\,7x) {R=r172...7 R}
12: p(k,0) < 2 {path 2 — aligning 7, with an empty component}
13:  end for
14:  for =1 to |X;| do
15: for m =1 to |R| do
16: Py < palai, A) +d(l —1,m)
17: Py pa(\ 1) +d(l,m — 1)
18: P3 + pal(x),rm) +d(l —1,m—1)
19: d(l,m) = min{ Py, P, Ps}
20: if P, =d(l,m) then
21: p(l,m) + 1
22: else if P, = d(l,m) then
23: p(lym) < 2
24: else
25: p(l,m) < 3 {path 3 - aligning z} with r,}
26: end if
27: end for
28:  end for
29: R’ + () {empty string}
30:  Tx + | X,
31:  Tg <+ |R]
32: while Tx > 0 or Tr > 0 do
33: if p(Tx,Tr) = 1 then
34: R« r(), z'p W, w;)R' {inserting new element in the front of R’}
35: Tx < Tx —1
36: else if p(T'x,Tr) = 2 then
37: R« r(rTR,j\,W, w;) R’
38: T+ Tr—1
39: else
40: R r(rpg, o W, w;) R/
41: Tx < Tx —1
42: Tr+—Tr—1
43: end if
44:  end while
45: R+ R
46: W+ W +w;
47: end for

48: return R

Algorithm to combine the results of a string object recognition:
the iterative procedure to compute R(Xi, Xo, ..., Xy, wi, ws, ..., wy)
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a source of video frames of text fields. We analyze such types of document text fields as
numeric dates, document numbers, machine-readable zone (MRZ) lines, and document
holder name components written using Latin alphabet.

In the experiments, we use only such frames that the document boundaries are whole
presented in an image. Therefore, in the considered MIDV-500 subset, the video sequences
have various lengths, from 1 to 30 frames. We consider only the frames with whole
presented documents, since the ideal coordinates of text fields can be obtained only for
those frames. In order to minimize the normalization effects and ensure a more clear
presentation of the results, we take the lengths of clips to be equal to 30 frames. To this
end, we repeat the frames of each clip in a cycle.

We cut each text field from the source frame. To this end, we use a projective
transformation obtained according to the annotation provided with the dataset and
additional margins of 30% from the size of the minimal dimension of the text field. Each
cutted image of a text field has the target resolution of 300 DPI and is recognized by a text
field recognition module of Smart IDReader document recognition system [1|. Therefore,
for each image, we obtain extended model of result of a string object recognition (9). As a
distance between the combined result of a text field recognition and its true value (provided
by the dataset for each field), we use normalized Levenshtein distance p;, (12) between the
true value and the text string obtained by procedure (11). All character comparisons are
case-insensitive, and the Latin letter “0” is considered to be equal to the digit “0”.

In framework of this experiment, we compare Algorithm, which operates with the
extended model of result of a string object recognition, with an analogous one, which
operates with the model of result of a string-only recognition. For each video clip, we
combine by the ROVER combination method [9], where input is simple text strings formed
by procedure (11) applied to the per-frame results of recognition. The threshold 6 of
membership estimation of empty symbol (11) is considered to be 0,6 both for Algorithm
and for the ROVER method.

Fig. 3 gives the results of

) 0.18 ~
the compared algorithms for the - DN .
. . - r~. 1 ./ ™ /
analyzed text fields in MIDV-500. 016 Mo FAY AN SN /
o - /N N WA N
Both combination methods show ol / N v N
that the result of recognition  ~.1\%/
improves over time, then the §__|\}\ T Indvidual frame resuls
p ’ g 0.12 N e Combination using ROVER
number of frames increases. s . \ Combination using Algorithm 1

However, regardless of the length

of combined video sequence, 2(1)(9)

Algorithm  takes into account 0108

alternative variants of recognition 006

of each individual character and s 10 15 %0 5
achieves lower error value on Stage number n

average, than the direct application  Fig, 3. Results of the combination algorithms for
of the ROVER method, which text fields in MIDV-500 dataset

takes into account only the top

alternatives for each character. Table presents the achieved average distances between the
combined result of a text field recognition and its true value for different lengths of the
combined video sequence prefix.
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Table

Achieved distance values for combination methods
Combination Frame number (length of the combined sequence prefix)
method 3 6 9 12 15 18 21 24 27
Without 0,136 | 0,154 | 0,160 | 0,157 | 0,168 | 0,159 | 0,165 | 0,166 | 0,150
combination
ROVER 0,125 | 0,096 | 0,083 | 0,075 | 0,070 | 0,069 | 0,069 | 0,069 | 0,067
Algorithm 0,115 ] 0,089 | 0,078 | 0,071 | 0,066 | 0,065 | 0,066 | 0,066 | 0,064

Based on the results of the performed experiments, we conclude the following.

1. Methods to combine results of a string object recognition allow to achieve significant
increase in accuracy of the final result of recognition when analyzing a sequence of images.

2. The ROVER method was proposed to combine results of an object recognition
obtained by different recognition algorithms, and also can be applied to combine results
obtained by a single recognition module on the basis of the given several images of the
same object.

3. Both the ROVER method, which takes a sequence of strings on the set of classes C'
as input, and Algorithm, which takes a sequence of strings in extended model of result of
a string object recognition (9) as input, show significant increase in accuracy of combined
result, when the number of processed frames increases. In framework of the problem on
text field recognition, Algorithm shows higher accuracy than a direct application of the
ROVER to MIDV-500 dataset.

For the future work, additional extensions of the model of result of a string recognition
can be explored, e.g. an extension that takes into account the geometrical positions of
characters in each input image. Also, various approximations of alignment functional (15)
along with their impact on the alignment result can be studied more carefully. Finally,
it follows from the form of plots of the combined results accuracy (see Fig. 3) that the
combined results have the property of diminishing returns (according to the terminology of
the anytime algorithms [20]). This property is important for further study of the problem
on optimal stopping of the video stream recognition process.

Conclusion

In order to achieve the more accurate result of an object recognition in a video stream,
we consider the problem to combine results of a string object recognition based on several
images. We describe a model of result of a string object recognition, which takes into
account the alternative classification results for the individual objects. Also, in framework
of the described model, we propose an algorithm to combine results of a string object
recognition. The algorithm was evaluated on MIDV-500 dataset in order to determine the
combination effect on the results of a text field recognition.

Experiments show that methods to combine results of a string object recognition
allow to achieve higher accuracy of recognition results when analyzing several images of
the same object. The proposed algorithm is compared with the direct application of the
ROVER method [9], which was developed originally to combine results obtained by several
recognition systems. Both algorithms show the increase in accuracy in the case of several
images. However, we propose the algorithm, which uses the extended model of result of a
string object recognition and allows to achieve higher accuracy of the combined result.
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METO/ZA YMEHBINTEHU A YN CJIA OIIINBOK PACITOBHABAHUA
CTPOKI, OCHOBAHHBIII HA KOMBUHNPOBAHUN MHOKECTBA
PE3VJIBTATOB PACIIOSBHABAHNY C NCITIOJIb3OBAHUNEM
AJIBTEPHATNB CIMBOJIOB

K.B. Byaamos, Uucturyr cucremuoro anajmsa DegepasibHOTO HCCIET0BATETHCKOTO
nenTpa <Muadopmaruka n yupasienne> PAH, r. Mocksa, Poccniickas @enepariust

B pabotre paccmarpuBaeTcs 3ajada KOMOMHHPOBAHMS HECKOJbKNUX DPE3YIbTATOB Pac-
[MO3HABAHUS CTPOYHOIO OO'bEKTA, MOJIYUCHHBIX U3 PA3JIMIHBIX KaJPOB BHJIEOMOTOKA, C Ie-
JIBIO MAKCUMU3AINA TOIHOCTH (DUHATILHOTO pe3ysibraTta. PaccMoTpeHa MOJIe/Ib Pe3yIbraTa
PACIIO3HABAHUS CTPOYHOIO OObEKTA, YINTHIBAIONIAS OIEHKU aJbTePHATUBHBIX PE3yJILTATOB
pacIo3HABAHUsT KaXKI0I'0 CUMBOJIA, U IIPEJJIOXKEH aJI'OPUTM UHTEIDAIMH Pe3yJIbTaTOB Pac-
[IO3HABAHUSI CTPOKM COIVIACHO PACCMOTPEHHON Mojesn. IIpoBesieHo sKcIepuMeHTaJIbHOEe
uccaenoBanue ajropurma na nabope mannbix MIDV-500, comepzkaiem m3obparkenusi 110-
KYyMEHTOB. DKCIIEPUMEHTATBLHOE UCCIIEIOBAHNE TOKA3BIBAET, UTO MPE/JIOKEHHBIH aJITOPUTM
[IO3BOJISIET YBEJIMIUTH TOYHOCTH PACIIO3HABAHUS 32 CUET AHAJIN3a MHOYKECTBA N300DarKeHMi
U WCIIOJIb30BaHME OIEHOK aJIbTePHATUBHBIX PE3Y/IbTaTOB PACIIO3HABAHUSI KAXKIOI'O CUMBOJIA
[TO3BOJISIET JIOCTUYBb 00JIee BBICOKUX PE3YJIbTATOB 10 CPABHEHUIO ¢ KOMOMHIPOBAHUEM CTPOK,
COJIEPKAIIIX JIUITh (DUHAJIBHBIE AJIbTEPHATUBBI JIJIs KaXKJI0I'0 CUMBOJIA.

Karouesvie crosa: pacnosnasanue 6 6udeonomoke; MOOUABHOE PACTOZHABAHUE; AA20-

puUmMMDBL Pacno3HasaHUsA.
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