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#### Abstract

Volumetric grid is widely used for 3D deep learning due to its regularity. However the use of relatively lower order local approximation functions such as piece-wise constant function (occupancy grid) or piece-wise linear function (distance field) to approximate $3 D$ shape means that it needs a very high-resolution grid to represent finer geometry details, which could be memory and computationally inefficient. In this work, we propose the PointGrid, a 3D convolutional network that incorporates a constant number of points within each grid cell thus allowing the network to learn higher order local approximation functions that could better represent the local geometry shape details. With experiments on popular shape recognition benchmarks, PointGrid demonstrates state-of-the-art performance over existing deep learning methods on both classification and segmentation.


## 1. Introduction

Deep learning has become a universal tool for many visual recognition tasks ranging from classification to segmentation, especially ConvNets for 2D images [28, 48, 50, $16,10,34,37,45,18$ ] thanks to its weight sharing and other kernel optimizations of 2D convolutions. It is therefore natural that a lot of researchers currently aim at the adaptation of deep ConvNets to 3D models. Such adaptation is, however, non-trivial due to the nature of 3D data representations. Currently the 3D geometry shape representation consists of point, mesh and volumetric grid. Mesh is extremely irregular and hence it is very hard to design a framework to directly learn from it. Point is flexible but it is unorganized. Volumetric grid is regular, which enables many researchers to utilize either occupancy grid or distance field as a mean of data representation and learn 3D convolutional networks from it.

Belonging to the volumetric grid, VoxNet and its variants [ $57,35,54,6,39,32]$ is the most straightforward approach which transforms a 3D model into an occupancy grid. However, naive implementation of VoxNet does not scale well
for dense 3D data because computational and memory requirements grow cubicly with the 3D grid resolution. A typical VoxNet takes as input a grid of size $64 \times 64 \times 64$ which is incapable of exploiting the rich and detailed geometry of the original 3D data. To resolve these issues, Kd-Net [27], O-CNN [55] and Oct-Net [42] in many respects mimic ConvNets but use the kd-tree or oct-tree structure to form the computational graph and apply 3D convolutions level by level, to share the learnable parameters, and to compute a sequence of hierarchical representations in a feedforward bottom-up fashion. These approaches exploit the sparsity of 3D data and can adaptively allocate computational and memory resources with respect to the data density. However, due to the use of more complicated data structures, it is generally not a simple task to implement these networks efficiently.

Recently Qi et al. [38] proposed PointNet that can consume unorganized point sets in 3D. In this network, all 3D points share the same set of multi-layer perceptrons which independently transform individual points. However, a single max-pooling layer is the only global operation in PointNet, which limits its ability to examine contextual neighborhood structure of the points.

In this work, we propose the PointGrid, a 3D convolutional network that is an integration of point and grid, a hybrid model that can better represent the local geometry shape details (Fig. 1). The proposed method scales better than volumetric grid and avoid information loss at the same time. PointGrid has an embedding volumetric grid that has the regular structure which allows 3D convolutions to extract global information hierarchically. In each grid cell, we sample a constant number of points (e.g. $K$ ) to overcome the grid size limitation. We expect the sampling points within the grid cell can better represent the local geometry shape details while the grid scales well with respect to data size as it only scales linearly in $K$, not cubicly as in pure volumetric grid. Later, we also show that PointGrid does not require a high resolution grid to perform well and a grid of $16 \times 16 \times 16$ is experimentally sufficient, which is substantially smaller than a typical $64 \times 64 \times 64$ grid of VoxNet. As a result, PointGrid (see Fig. 2) is simpler and faster in


Figure 1: A 2D illustration of the proposed PointGrid, which is a hybrid 3D shape representation between discrete points (b) and volumetric grid (c) and (d). Points within each grid cell will be quantitized (e), so that both occupied (yellow) and empty (blue) cells have exactly $K$ points (f).
both training and testing. By experiments, PointGrid compared favorably with state-of-art methods including PointNet [38], PointNet++ [40], Kd-Net [27], O-CNN [55] and Oct-Net [42], with a smaller memory footprint.

## 2. Related Work

This section briefly goes over some of the existing approaches for 3D classification and segmentation, which can generally be categorized into two classes: learning on handcrafted features or deep learning.
Hand-crafted features: The traditional approaches typically first extract local features such as planarity of various forms, higher degree geometric proxies (cylinders, cones, spheres, etc.), dihedral angles between triangles [58], curvatures (Gaussian curvature or mean curvature) [30], geodesic distances on a mesh [17, 64], slippage [61], symmetry, convexity, medial axis [33], shape diameter [44] and motion characteristics [43], shape contexts [4], spin images [21], etc. After that, people either directly apply machine learn-
ing approaches on these features (e.g. k-NN, random forest, SVM [14], JointBoost classifier [23], correspondence analysis $[56,62]$ ) or employ some local and greedy methods such as region growing [52, 20], hierarchical clustering [3, 11, 24], spectral clustering [46], $k$-means [60], normalized cut [13], random walk [29] and heat walk [5]. Shamir et al. [43], Agathos et al. [2] and Theologou et al. [51] gave a comprehensive overview of methodologies in 3D segmentation. In general, these approaches are often based on certain prior assumptions of some particular property of the 3D object and hence may not generalize well.

Deep learning: While deep learning has been very popular in 2D images for many years, it has just been applied in 3 D recently because unlike pixels in 2D images, 3D objects do not have regular structure. As a result, in the early period, people use deep learning as a tool to learn high level features from low level cues (usually hand-crafted). The unsupervised shape segmentation proposed by Shu et al. [47] starts by over-segmenting the input model, comput-
ing patch-based local features and then uses stacked autoencoder to learn high level features followed by Graph-Cut based segmentation. Guo et al. [15] compute local features at different scales for each triangle and arrange them into a rectangular image, which is fed forward through a convolutional neural network (CNN) to predict the semantic label for each triangle. Although these two frameworks use deep learning techniques (stacked auto-encoder, CNN) to learn high level features from local low level ones, they do not exploit the full potential of deep learning.

Recently researchers have started to either transform 3D data into regular form or refined convolution operations to adapt to the 3D's irregularity. Voxelization and multiview are the most common representatives of the former approach. VoxNet and its variants [57, 35, 54, 6, 39, 32] discretizes the 3D bounding box into 3D occupancy grid, then applies 3D convolutions in a similar way as in 2D images. Among these approaches, VRN [6] uses VoxceptionResNet which mimics the Inception [50] and ResNet [16] and achieves state-of-the-art results for 3D object classifcation. The main drawback of the volumetric approach is the information loss due to the voxelization as well as memory and computation consumptions as they increases cubicly with respect to the voxel's resolution. Kd-Net [27] and Octree-Net $[55,42]$ are designed to resolve them by skipping the computation on empty cells and focusing on informative ones. However, these networks are hard to be implemented efficiently.

Su et al. [49] was the first one to apply multi-view convolutional neural network (MV-CNN) for 3D recognition. The 3D shape is rendered in multiple views, each of which is passed through an identical image-based CNN. Features obtained from multiple views are combined via a view pooling (which is the max-pooling) and then passed through another CNN to predict the final object label. Xie et al. [59] used multi-view depth images via extreme learning machine to generate per-view segmentation and combine them via Graph-Cut. This method works pretty fast due to the easy training of the extreme learning machine but it does not give high accuracy. Later, Kalogerakis et al. [22] proposed a more complete multi-view framework. They first render the 3D model with different views, each of which is fed through a shared CNN before unprojected back to 3D. The label consistency is solved by a Conditional Random Field (CRF), which is part of the network and is optimized in an end-to-end manner. Le et al. [31] proposed a MVRNN approach which treats multi-view images as a temporal sequence and uses recurrent neural network to correlate them. Although multi-view approaches generally give compelling results, it has several limitations. First, we need to carefully choose the rendering pipeline such as image resolution with respect to data sampling density, lighting, blending and keep track of the camera parameters. Second, each
view only contains partial information and it is not trivial to correlate across views. Third, multi-view approaches are limited to model only the object's surface and cannot capture 3D internal structures.

Representatives for the later direction of adapting to the 3D irregularity include PointNet [38], PointNet++ [40], SpecCNN [63]. Su et al. [38] proposed PointNet as the first neural network which directly consumes 3D point clouds. PointNet is pretty fast and robust to rigid transformation and points' ordering. Its main limitation is relying on only the max-pooling to have context information. Later, PointNet++ was developed to compensate this weakness. Yi et al. [63] proposed SpecCNN uniquely designed for polygonal mesh. SpecCNN converts convolution to multiplication in spectral domain by Fourier analysis.

## 3. PointGrid

Volumetric grid is widely used for 3D deep learning due to its regularity. However the use of relatively lower order local approximation functions such as piece-wise constant function (occupancy grid) or piece-wise linear function (distance field) to approximate 3D shape means it needs a very high-resolution grid to represent finer geometry details, which could be memory and computationally inefficient.

In this work, we propose the PointGrid, a 3D convolutional network that incorporates a constant number of points within each grid cell thus allowing the network to learn higher order local approximation functions that could better represent the local geometry shape details (Fig. 1).

We now introduce our PointGrid, starting with the discussion of its input format, then discussing its architecture for classification, and finally discussing how to use it for semantic segmentation of 3D point clouds.

### 3.1. Input Layer

The new deep architecture works with 3D grid constructed for 3D point clouds. We normalize the point cloud to the unit box $[-1,1]^{3}$ and this is the only preprocessing step in our framework. In contrast to VoxNet which uses occupancy grid as the primary representation of the 3D structure, we stack the points' coordinates as features for each cell. As a result, a cell with $K$ points will have features $3 K$ for the corresponding $x, y$ and $z$ coordinates. However, each cell has different number of points and constructing such grid is infeasible for sharing 3D convolutional kernels.

To solve this issue, we use a simple yet effective sampling strategy which we call Point Quantization, to keep a fixed number of $K$ points in each cell. More specifically, if there are more than $K$ points, we randomly sample $K$ of them. If there are less than $K$ points, we sample with replacement $K$ of them. We pad zeros to cells with no point.


Figure 2: The architecture of PointGrid. Starting from the grid obtained from our sampling strategy, both classification and segmentation networks share the feature extraction (encoder) part. Segmentation network uses skip connections to preserve information of different hierarchical levels. All convolutions, deconvolutions and fully connected layers include batch normalization and ReLU (except object category and object-part segmentation layers). The notion 32@16x16 means there are 32 convolutional filters and the spatial dimension is $16 \times 16$. The network is visualized in 2D.

This mimics the commonly used zero-padding to compensate the boundary loss in convolutions. The value of $K$ theoretically can be approximated by the total number of points $(P)$ divided by the number of cells in the grid $\left(N^{3}\right)$ (i.e. $\left.K \approx \frac{P}{N^{3}}\right)$. When working with point clouds of size $P=1024$, we empirically set $K=4$ with a grid size of $16 \times 16 \times 16$ for the best trade-off between accuracy and performance.

### 3.2. Classification Network

The classification network of PointGrid is illustrated in 2D in Fig. 2, which extracts features from input grid. Hence, we need the architecture to be deep and efficiently generate perceptually multi-level features. PointGrid consists of several blocks of convolutions followed by maxpooling to represent different hierarchical feature representations. Each convolution layer includes a $3 \times 3 \times 3$ kernel
with stride 1 convolution, a batch normalization [19] and a rectified linear unit (ReLU) [36, 28]. The first block use 32filter convolutions and they are doubled in each successive block. The pooling layers not only provide another form of translation invariance but also serve to progressively reduce the spatial size of the representation, to reduce the number of parameters and amount of computation in the network, and hence to also control overfitting. All of our pooling layers are max-pooling which reduce the grid size half in each spatial dimension. After several convolutional and max pooling layers, as usual, the high-level reasoning in our PointGrid is done via fully connected layers. PointGrid has two fully connected layers, each of which consists of a fully connected layer, a ReLU activation and a dropout layer (with dropout rate 0.3). Finally, another fully connected layer followed by a softmax to regress to the proba-
bility of each category. The number of nodes in this layer equals to the number of object categories in the dataset.

### 3.3. Segmentation Network

Our segmentation network shares the feature extraction (or encoder) from the classification network (see Fig. 2) and decodes the extracted features to build the segmentation. It is intuitive that labeling object parts depends on the object category so we include both the high-level features in the last fully connected layer and the object category probability for better global features. The decoder is almost symmetric to the encoder with convolutions replaced by deconvolutions (or sometimes referred as transposed convolutions). We optimize both networks simultaneously. The final loss is a linear combination of classification loss and segmentation loss.

The classification network progressively extracts and down-samples features, while the segmentation counterpart upsamples and combines them to construct the output. The sizes of feature maps are exactly mirrored in our network. We link early encoded features (from the classification network) to the corresponding decoded features (from the segmentation network) at the same spatial resolution, in order to obtain local sharp details preserved in early encoder layers. A mirror-link is a short notation for concatenation a copy followed by convolution. Besides the sharpness, mirror-links could also make the training converge faster.

The segmentation network produces $K+1$ labels for each cell in the 3D grid with $K$ labels correspond to $K$ points in that cell and one additional cell-level label. To obtain the ground truth labels for object parts at the cell-level, we take the majority label among labels of points in each cell. Cells with no point (and hence are filled with zeros) are labeled as "no label" and so are all the points within those cells. In testing, if there are less than or equal to $K$ points in each cell, we use the corresponding $K$ labels for each of them. Otherwise, the remaining points take the cell-level label.

### 3.4. Implementation details

### 3.4.1 Data augmentation

During training, before sampling to input grid, we augment the point cloud on-the-fly by randomly rotating the object along the up-axis and jittering the position of each points by a Gaussian noise with zero mean and 0.02 standard deviation. The sampling layer of our PointGrid also serves as an additional data augmentation.

### 3.4.2 Training

We set batch size as 32, batch normalization initial decay as 0.5 , batch normalization decay clipping as 0.99 . The weights for classification and segmentation losses are 0.2 and 0.8 , respectively. Both losses are cross-entropy. We

Table 1: Object classification results on ModelNet40 [57].

| Method | Input | Accuracy <br> Overall | Accuracy <br> Avg. Class |
| ---: | ---: | ---: | ---: |
| SPH [25] | mesh | - | 68.2 |
| 3DShapeNets [57] | volume | 84.7 | 77.3 |
| VoxNet [35] | volume | 85.9 | 83.0 |
| Subvolume [39] | volume | 89.2 | 86.0 |
| VRN (simple) [6] | volume | 91.3 | - |
| VRN (ensemble) [6] | volume | 95.5 | - |
| LFD [57] | image | - | 75.5 |
| MVCNN [49] | image | - | 90.1 |
| FusionNet [53] | volume | 90.8 | - |
| \& image |  | - |  |
| Set-Conv [41] | point | 90.0 | - |
| PointNet [38] | point | 89.2 | 86.2 |
| PointNet++ [40] | point | 91.9 | - |
| Kd-Net [27] | point | 91.8 | - |
| O-CNN [55] | point | 90.6 | - |
| PointGrid (ours) | point | 92.0 | 88.9 |

Table 2: Object classification results on ShapeNet-55 [7].

| Method | Input | Accuracy <br> Overall | Accuracy <br> Avg. Class |
| ---: | ---: | ---: | ---: |
| PointNet [38] | point | 83.2 | 78.2 |
| PointGrid (ours) | point | 86.1 | 80.5 |

Table 3: Accuracy of PointGrid's alternative structures on ModelNet40 [57].

| Grid | $\boldsymbol{K}$ | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{4}$ | $\mathbf{8}$ |
| ---: | ---: | ---: | ---: | ---: | ---: |
| $4 \times 4 \times 4$ | 77.3 | 80.8 | 81.9 | 85.9 | 84.7 |
| $8 \times 8 \times 8$ | 87.1 | 87.9 | 87.5 | 88.3 | 87.4 |
| $16 \times 16 \times 16$ | 90.0 | 91.9 | 92.0 | 91.4 | 91.0 |
| $32 \times 32 \times 32$ | 91.7 | 92.2 | 92.4 | 92.7 | 92.4 |

use Adam optimizer [26] with initial learning rate of $10^{-4}$. Adam realizes the benefits of both AdaGrad [8] and RMSProp [12]. Instead of adapting the parameter learning rates based on the average first moment (the mean) as in RMSProp, Adam also makes use of the average of the second moments of the gradients (the uncentered variance). We implement our PointGrid using the public deep learning library TensorFlow [1] and train it using Nvidia Titan X for 8 hours for classification and 20 hours for segmentation (equivalent to 100 epochs). PointGrid consumes 4.0 GB and 8.4GB of memory for classification and segmentation network, respectively. These figures are for grid size $N=16$, $K=4$ for each cell and batch size of 32 .


Figure 3: Some wrongly classified models. Predicted and actual labels are italicized and highlighted, respectively.

## 4. Experiments

We now discuss some experimental results of applying PointGrid to shape classification and object-part segmentation benchmark datasets. For classification, we evaluate PointGrid with various hyper-parameters such as the grid size ( $N$ ) and the number of points per cell $(K)$.

### 4.1. Shape Classification

Datasets: The ModelNet40 [57] benchmark contains 12,311 CAD models from 40 man-made object categories, which have been extensively used for 3D shape classification. The dataset is split into the training ( 9843 models) and the testing (2468) sets. ShapeNet-Core55 [7] benchmark contains a total of 51,190 3D models with 55 categories and 204 subcategories. The models are normalized to a unit length cube and have a consistent upright orientation. 70\% of the dataset is used for training, $10 \%$ for validation, and $20 \%$ for testing.

Sampling point cloud: Given a triangular mesh model, 3D point cloud is computed as follows: firstly, a given number of triangles are sampled with the probability proportional to their surface areas. Then, for the sampled triangle a random point was taken by the following sampling equation.

$$
\begin{equation*}
\left(1-\sqrt{r_{1}}\right) A+\sqrt{r_{1}}\left(1-r_{2}\right) B+r_{2} \sqrt{r_{1}} C \tag{1}
\end{equation*}
$$

where $A, B, C$ are the coordinates of the triangle's vertices and $r_{1}, r_{2}$ are random real numbers with $r_{1}, r_{2} \sim U(0,1)$.

The whole sampling procedure thus closely approximated uniform sampling of model surfaces. For each model, we uniformly sample 1024 points on the surface.
Results: Our PointGrid gets $92.0 \%$ and $86.1 \%$ overall accuracy on ModelNet40 and ShapeNet-Core55 datasets, respectively. Fig. 3 shows some wrongly classified models.


Figure 4: Visualization of object saliency. Magnitude of the gradient of the probability w.r.t. input grid is populated to points. Red indicates highly salient regions.

As we can see, there are still some ambiguities in categories whose appearances could be similar such as bench versus sofa and flower pot versus vase.
Comparison: In Table 1, we compare our method with a representative set of state of the art methods. In the category of "accuracy overall", our PointGrid performs better than the majority of other voxel-based approaches such as 3DShapeNet [57], VoxNet [35], Subvolume [39] and VRN (single) [6] while being worse than the VRN-ensemble [6] which involves an ensemble of 6 models each trained separately over the course of 6 days on NVidia Titan X. Comparing with methods applied to point cloud, despite of its simplicity, our network edges out Set-Conv [41], PointNet [38], PointNet++ [40], Kd-Net [27] and O-CNN [55]. One of the reason may be because our method better captures points' contextual neighborhood and hence learns better high-level features. There is still a small gap between our method and multi-view based method (MVCNN [49]) in the "average class accuracy" which may be due to the fact that MVCNN

Table 4: Object-part segmentation results on ShapeNet-part [62].

| Method | \# shapes |  | Wu <br> [56] | Yi <br> [62] | 3D <br> CNN | Point- <br> Net [38] | Kd-Net <br> [27] | SpecCNN <br> [63] | O-CNN <br> [55] | PointGrid <br> (ours) |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  |  |  | - | 81.4 | 79.4 | 83.7 | 77.2 | 84.7 | 85.9 | 86.4 |
| airplane | 341 | 2690 | 63.2 | 81.0 | 75.1 | 83.4 | 79.9 | 81.6 | 85.5 | 85.7 |
| bag | 14 | 76 | - | 78.4 | 72.8 | 78.7 | 71.2 | 81.7 | 87.1 | 82.5 |
| cap | 11 | 55 | - | 77.7 | 73.3 | 82.5 | 80.9 | 81.9 | 84.77 | 81.8 |
| car | 158 | 898 | - | 75.7 | 70.0 | 74.9 | 68.8 | 75.2 | 77.0 | 77.9 |
| chair | 704 | 3758 | 73.5 | 87.6 | 87.2 | 89.6 | 88.0 | 90.2 | 91.1 | 92.1 |
| earphone | 14 | 69 | - | 61.9 | 63.5 | 73.0 | 72.4 | 74.9 | 85.1 | 82.4 |
| guitar | 159 | 787 | - | 92.0 | 88.4 | 91.5 | 88.9 | 93.0 | 91.9 | 92.7 |
| knife | 80 | 392 | - | 85.4 | 79.6 | 85.9 | 86.4 | 86.1 | 87.4 | 85.8 |
| lamp | 286 | 1547 | 74.4 | 82.5 | 74.4 | 80.8 | 79.8 | 84.7 | 83.3 | 84.2 |
| laptop | 83 | 451 | - | 95.7 | 93.9 | 95.3 | 94.9 | 95.6 | 95.4 | 95.3 |
| motor | 51 | 202 | - | 70.6 | 58.7 | 65.2 | 55.8 | 66.7 | 56.9 | 65.2 |
| mug | 38 | 184 | - | 91.9 | 91.8 | 93.0 | 86.5 | 92.7 | 96.2 | 93.4 |
| pistol | 44 | 283 | - | 85.9 | 76.4 | 81.2 | 79.3 | 81.6 | 81.6 | 81.7 |
| rocket | 12 | 66 | - | 53.1 | 51.2 | 57.9 | 50.4 | 60.6 | 53.5 | 56.9 |
| skateboard | 31 | 152 | - | 69.8 | 65.3 | 72.8 | 71.1 | 82.9 | 74.1 | 73.5 |
| table | 848 | 5271 | 74.8 | 75.3 | 77.1 | 80.6 | 80.2 | 82.1 | 84.4 | 84.6 |

used a higher resolution to represent an object ( 80 views of $224 \times 224$ image versus $16 \times 16 \times 16 \times 4$ in our PointGrid) .

Table 2 shows a side-by-side comparison between our PointGrid and PointNet [38]. Our method outperforms PointtNet [38] in both categories, $2.9 \%$ overall accuracy and $2.3 \%$ average-class accuracy.
Alternative network architecture: We conduct experiments with alternative PointGrid's architectures (on $N$ and $K$ ) and report their overall accuracy for the object classification on ModelNet40 dataset [57]. According to Table 3, increasing the grid resolution (with extra memory and computational cost) increases the accuracy as it captures finer details. However, the improvement keeps decreasing each time we double the size of the grid. This might be due to the relatively lower sampling resolution of the 3D data in the experiment where only 1024 points are sampled for each model. Regarding to the number of points per cell $K$, again keep using more points is not always better. This may also be due to fact that with the lower sampling rate of the 3D data, the point cloud has already been well represented with $K$ points per cell, and further increasing $K$ could result in randomly duplicating data which could make it harder for the convolution to extract good features. We choose $N=16$ and $K=4$ for the best trade-off between accuracy and the memory/computation usage.
Visualization: Fig. 4 shows the magnitude of the gradient of the highest predicted probability with respect to the input cell with blue to red indicates low to high magnitude. We populate the gradient magnitude from each cell to all the underlying points. Loosely speaking, a large gradient's
magnitude indicates that a small change of points within that cell results in a large change in its classification probability. Therefore, this figure could be thought as saliency map of the objects. It is interesting that to classify an object, PointGrid looks for some tube structure for airplane, curvy surface for curtain, roof for tent and flat horizontal surface for TV stand.

### 4.2. Object-part Segmentation

Dataset: We evaluate our architecture for object-part segmentation on ShapeNet-part dataset from [62], which augments a subset of the ShapeNet models with semantic part annotations. It contains 16,881 shapes represented as separate point clouds from 16 categories with per point annotation (with 2 to 6 parts per category and 50 parts in total). We use the same training/testing split provided by [38, 63]. In this dataset, both the object categories and the object parts within the categories are highly imbalanced, which poses a challenge to all methods including ours.
Comparison: Fig. 5 displays some examples of segmentation results of our PointGrid compared with those of PointNet [38]. As we can see, our results are visually better in most cases. For example, our PointGrid can separate out the wheels from the body of a motorcycle while PointNet cannot. Similar observations can be made for other models such as the pistol, skateboard and cap.

Table 4 numerically compares the segmentation performance of our PointGrid against other deep learning approaches. Evaluation metric is per-category and mean IoU on points. In the category of "mean IoU", our PointGrid


Figure 5: Comparison between PointGrid and PointNet on object-part segmentation. This result is based on grid size $16 \times 16 \times 16$ and $K=4$.
achieves the best accuracy. In individual categories, we rank the best in airplane, car, chair and table; the second best in bag, earphone, guitar, lamp, mug and pistol; the third in cap, motor, rocket and skateboard. Our method places the fourth in laptop, and the fifth in knife. As we can see, our method performs better when there is more data in the category such as airplane, chair, table, etc. Note that we only

Table 5: Average testing time on ModelNet40 [57].

|  | Classification | Segmentation |
| ---: | ---: | ---: |
| PointNet [38] | 8.98 ms | 28.37 ms |
| 3D CNN $\left(32^{3}\right)$ | 27.50 ms | 64.32 ms |
| 3D CNN $\left(64^{3}\right)$ | 49.12 ms | 136.54 ms |
| PointGrid $\left(16^{3}\right)$ | 14.91 ms | 48.94 ms |

use grid size of $16 \times 16 \times 16$ where all the other volumetric methods use at least $32 \times 32 \times 32$ grid. Moreover, we do not have any post-processing step such as boundary refinement by Conditional Random Field as is done in O-CNN [55].
Time complexity: Table 5 shows average inference time of our method on both classification and segmentation tasks (We test our method on individual data sequentially). For comparison, we run the authors' code of PointNet [38]. Since the 3DShapeNet [57] does not conduct segmentation, we extend the network in [57] to a fully convolutional network by omitting the fully connected layers and symmetrically adding the deconvolution layers. As we can see, PointGrid with grid resolution of $16^{3}$ is faster than 3D CNN methods such as [57] with grid resolution of $32^{3}$, and still outperforms it in the accuracy as shown in our paper. It is slower than PointNet but it performs better than PointNet in both classification and segmentation.

## 5. Conclusion

In this work we propose a new deep learning architecture PointGrid suitable for 3D visual recognition tasks such as 3D classification and semantic segmentation. PointGrid is a hybrid representation of point and grid that can better capture local geometric details while exhibits easy-to-learn regular structure. Experiments on widely used benchmark datasets [57, 7, 62] show that PointGrid compares favorably over existing deep learning methods [56, 62, 38, 27, $63,55]$ on both classification and segmentation with significantly smaller memory footprint than other volumetric approaches.

Currently in the "point quantization" step of Section 3.1, if there are more than $K$ points, we randomly sample $K$ of them. Although it works well in our experiment, we would like to explore other advanced sampling techniques, e.g. furthest sampling [9], which may provide better representation of the local shape.
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