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Abstract
We present an exact algorithm for graph coloring and maximum clique problems based on SAT
technology. It relies on four sub-algorithms that alternatingly compute cliques of larger size and
colorings with fewer colors. We show how these techniques can mutually help each other: larger
cliques facilitate finding smaller colorings, which in turn can boost finding larger cliques. We evaluate
our approach on the DIMACS graph coloring suite. For finding maximum cliques, we show that our
algorithm can improve the state-of-the-art MaxSAT-based solver IncMaxCLQ, and for the graph
coloring problem, we close two open instances, decrease two upper bounds, and increase one lower
bound.
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1 Introduction

Given a graph, the vertex coloring problem asks to label each vertex of the graph with a
color such that adjacent vertices have different labels, using the minimum number of colors
(the coloring number). A closely related problem is the maximum clique problem, which asks
to find a subset of vertices that are pairwise adjacent, of maximum size (the clique number).
Both are NP-hard combinatorial optimization problems at the heart of practical applications
including scheduling, timetabling, and network analysis [11,36].

Many different algorithms have been proposed to solve vertex coloring and maximum
clique problems in practice. One stream of research focuses on dedicated exact and heuristic
algorithms (e.g., Cliquer [19] and DSATUR [1]), while another stream uses generic meth-
odologies, such as integer programming and column generation (e.g., [7, 17,18]), constraint
programming (e.g., [4,21]), or Boolean satisfiability (e.g., [6,13,32]). An important milestone
for these developments was the second DIMACS challenge on cliques, coloring, and satis-
fiability that was launched in 1993 [11]. To our knowledge, for the DIMACS graph coloring
challenge, several instances remain unsolved and in the past eight years only a few instances
were closed: wap01a in 2021 [26], 5-FullIns_4 in 2021 [31], and 4-FullIns_5 in 2014 [14,38].
Our method solves these instances as well (and quickly). Similarly, only a few improved
bounds have been found that do not close instances: C2000.9 in 2021 [33] and DSJC250.1 in
2020 [20]. Before this, many instances were closed around 2012 [4,8,15,27–29,35] and earlier.

In this work, we first revisit the performance of Boolean satisfiability (SAT) solvers on
graph coloring and maximum clique problems. The best known maximum clique solver
called IncMaxCLQ [13] is based on MaxSAT technology, which is able to close all but four
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Figure 1 Illustration of the CliColCom algorithm to find a maximum clique and a minimum
vertex coloring. The solver IncMaxCLQ is based on MaxSAT. The SAT-I encoding uses a given
clique to quickly find colorings. The SAT-II encoding uses these colorings to find a larger clique.
Once the maximum clique is found, encoding SAT-III is used to find the minimum coloring.

instances of the DIMACS Clique benchmark suite and find maximum cliques for all but eight
instances of the DIMACS Coloring benchmark suite. For graph coloring, the best known
solver is the branch-and-bound hybrid CP/SAT solver gc-cdcl [6]. We show that a direct
encoding coupled with either the local search SAT solver DDFW [9] or CaDiCaL [3] provides
surprisingly strong results. For the 69 DIMACS coloring instances where the coloring number
equals the clique number, combining IncMaxCLQ and one of DDFW or CaDiCaL solves 54
instances in under ten minutes.

We therefore concentrate on two cases - finding stronger colorings for instances where
we quickly have a maximum clique, and improving both cliques and colorings for instances
where we do not quickly find a maximum clique, which are often those where the coloring
number does not equal the clique number. We propose an algorithm, named CliColCom,
(derived from ‘cliques, colorings, and communication’) that consists of four sub-algorithms
with an inner loop that alternates between finding cliques of larger size and colorings with
fewer colors (see Fig. 1). Specifically, we use cliques to define a symmetry-breaking predicate
based on a variable ordering for the coloring problem (using encoding SAT-I), similar to
ones used by Van Gelder [32] and Velev [34]. Conversely, we use colorings to formulate
the maximum clique problem (using encoding SAT-II), similar to the MaxSAT encoding
by Li [13]. We continue this alternating process until a maximum clique is found, which
serves as input to the final sub-algorithm that finds a minimum coloring (using encoding
SAT-III). This approach can be viewed as a new form of communication between SAT solvers.
While one way that SAT solvers communicate is through exchanging learned clauses like in
portfolio-based parallel SAT [5], we demonstrate how SAT solvers can also pass solutions
back and forth, using the other solver’s solution in its problem’s clauses.

We show that CliColCom can find larger cliques than IncMaxCLQ for two of the eight
DIMACS Coloring instances that IncMaxCLQ cannot solve, and for the vertex coloring
problem closes two open instances (wap02a, wap08a), improves one lower bound (r1000.1c),
and improves two upper bounds (wap03a, wap04a).

The rest of this paper is organized as follows. In Section 2 we provide formal definitions
and notation for graph coloring and maximum clique problems. Section 3 presents the details
of our algorithm. In Section 4 we provide an overview of the used tools. The experimental
evaluation is presented in Section 5, and we conclude in Section 6.

2 Graph Coloring and Maximum Clique Problems

We first recall the definitions of cliques and colorings [22]. Let G = (V, E) be an undirected
graph with vertex set V and edge set E. A k-clique is a subset of k vertices that are pairwise
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adjacent. A maximum clique of G is a clique in G of maximum size. The size of a maximum
clique is called the clique number of G.

An independent set is a subset of vertices that are pairwise non-adjacent. A k-coloring of
G is a partition of V into k independent sets V1, V2, . . . , Vk. The independent sets represent
the color classes of the coloring. The coloring number of G is the size of a coloring that uses
the minimum number of colors.

The existence of a k-clique proves a lower bound of k on the clique number, and a
k-coloring proves an upper bound of k on the coloring number. To prove the dual bounds,
one must show that a k + 1-clique and k − 1-coloring do not exist. The existence of a k-clique
proves a lower bound of k for the coloring number. Both the vertex coloring and max clique
problems are NP-hard, so computational results of algorithms are of interest [12,16,36].

3 CliColCom Algorithm

In this section we present an exact algorithm for graph coloring that also contains an exact
algorithm for the maximum clique problem. It consists of four sub-algorithms as shown in
Fig. 1. The algorithm for the maximum clique problem is obtained by omitting sub-problem
SAT-III. We next describe each of the sub-algorithms below.

3.1 IncMaxCLQ: Find an Initial Clique
The input to the first sub-algorithm is a graph G = (V, E). To obtain an initial clique, we
run an exact MaxSAT solver called IncMaxCLQ [13] with a time limit; we use one second in
our experiments. If IncMaxCLQ finds a maximum clique and proves optimality, then we
immediately go to step SAT-III using this maximum clique. Otherwise the clique returned
by IncMaxCLQ will be used for the SAT-I encoding.

3.2 SAT-I: Find a Coloring
The next sub-algorithm called SAT-I takes as input a graph G = (V, E), a k-clique C, and
an upper bound b ≥ k. Its purpose is to find a coloring of good quality. When we first enter
this sub-algorithm, we determine b by running the DSATUR graph coloring heuristic. In
subsequent calls, b will be the best known coloring number.

The SAT-I encoding is optimized for local search solvers and asks for the existence of
a b-coloring of G. It has two sets of constraints: 1) each vertex has at least one color; and
2) adjacent vertices are colored differently. The direct encoding uses color variables xv,i

which denote that vertex v ∈ V has color i ∈ {1, . . . , b}. The first constraint consists simply
of a single clause of b literals per vertex:

(xv,1 ∨ · · · ∨ xv,b) for v ∈ V.

Note that this only enforces that there is at least one color per vertex instead of exactly one
color per vertex. The latter would include clauses of the form (xv,i ∨ xv,j) for 1 ≤ i < j ≤ b.
These clauses however are known to be “blocked” and top-tier SAT solvers eliminate them [10].

The second constraint uses the following clauses:

(xu,i ∨ xv,i) for (u, v) ∈ E, i ∈ {1, . . . , b}.

To break the color symmetry, we add unit clauses that assign a different color to each
vertex in the given clique C, which is a common practice [32].
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The encoding is used as follows. We start with bound b − 1 and run a local search solver
for a limited time (or number of flips). If no coloring is found within the limit, we report
the previously found b-coloring. Otherwise, we decrease b by one unit and repeat. We thus
return the best coloring we can find within a limited time. Note that if the encoding for
b = |C| is satisfiable, then we have found the coloring number of G.

3.3 SAT-II: Find a Larger Clique
The third sub-algorithm uses the fact that a vertex coloring is a partition of the graph into
independent sets. The coloring from SAT-I is used to define these independent sets. For a
graph G = (V, E) and a p-partition {V1, . . . , Vp} of V into independent sets, the encoding
SAT-II asks whether there exists a clique of size c, where c ≤ p.

This encoding uses clique variables vi,s, which denote that the s-th vertex in Vi is part of
the clique. Apart from the clique variables, the encoding uses relaxation variables ri denoting
that no vertex from partition Vi is used in the clique. The clauses have the following form:

(ri ∨ vi,1 ∨ · · · ∨ vi,|Vi|) for i ∈ {1, . . . , p}.

Additionally we have constraints between partitions enforcing that two vertices from
different partitions cannot be in a clique if there is no edge between them in the graph:

(vi,s ∨ vj,t) for 1 ≤ i < j ≤ p, s ∈ {1 . . . , |Vi|}, t ∈ {1, . . . , |Vj |}, (vi,s, vj,t) /∈ E.

We could have included similar clauses for pairs of vertices within a partition. However,
these clauses are blocked as well and top-tier solvers would remove them.

Finally, we have a constraint stating that at most k = p − c of the relaxation variables
can be assigned to true. We use the sequential counter encoding proposed by Sinz to enforce
the ‘at most p − c’ constraint [25]. This encoding introduces O(pk) auxiliary variables and
O(pk) additional clauses.

The sub-algorithm starts with c = |C| + 1 where C is the largest clique found so far by
either IncMaxCLQ or SAT-II itself. We solve the encoding with an exact CDCL solver (see
Section 4). If the formula is unsatisfiable, then the largest clique has size c−1. Otherwise, we
have found a clique C ′ of size c and continue by increasing the bound c += 1 and repeating
this sub-algorithm. If the SAT-II encoding cannot be solved within a certain time limit, we
return to sub-algorithm SAT-I to find a smaller vertex coloring, using the improved clique
C ′. Due the time limits imposed on SAT-I and SAT-II, we could in theory repeatedly solve
them with the same clique and the same coloring. For that reason, we increase the time limit
for SAT-II with a multiplicative factor when the coloring and the clique have not changed,
so that sub-algorithm SAT-II becomes exact. Therefore, SAT-II will eventually return a
maximum clique, unless a global time limit on the overall algorithm is exceeded.

3.4 SAT-III: Find an Optimal Coloring
The final sub-algorithm uses encoding SAT-III, which generalizes SAT-I and is optimized for
CDCL solvers. The sub-algorithm takes as input a graph G = (V, E), a k-clique C, and a
lower bound b. The first part of the encoding is identical to the SAT-I encoding with G, C,
and b as input.

We additionally add clauses to break color symmetries. To this end, we first construct a
vertex ordering O, by starting with the vertices in C in arbitrary order. We then iteratively
extend the ordering by adding the vertex with the most neighbors in O, breaking ties by
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highest degree. We break the color symmetries for the vertices from k + 1 to |O| in the
ordering. Let vi denote the i-th vertex in ordering O. The encoding enforces that if none of
the first i − 1 vertices in O uses the color c, then vertex vi must have a color less or equal to
c. The clauses have the following form:

(xv1,c ∨ xv2,c ∨ · · · ∨ xvi−1,c ∨ xvi,d) for d ∈ {c + 1, . . . , b}, i ∈ {k + 1, . . . , |O|}.

The sub-algorithm uses this encoding as follows: starting with b = k, we solve the formula
using an exact CDCL solver. If the formula is found to be unsatisfiable, meaning that G

requires more than b colors, the bound is increased b += 1 and we repeat. This is continued
until the formula is satisfiable. The final bound equals the coloring number of G.

3.5 Example Run
We illustrate the flow between the sub-algorithms using graph r1000.1c. This instance has
clique number 92, while the best known lower and upper bound on the coloring number are
96 and 98, respectively [4]. We first run IncMaxCLQ, which returns a clique of size 82 within
one second (which it cannot improve within reasonable time).

We next run the SAT-I encoding with bound b = 110 (from the coloring found by
DSATUR). The local search solver UBCSAT with the WalkSAT algorithm lowers the upper
bound one by one until it reaches b = 102 and times out (i.e., reaching a million flips without
finding a coloring). Each step takes a few seconds. The 103-coloring is used in the SAT-II
encoding. We start with c = 83 (the size of the clique + 1). The solver CaDiCaL finds a
satisfying assignment in a fraction of a second. This also holds for the bounds c ∈ {84, . . . , 92}.
The bound c = 93 times out (reaches a million conflicts).

We return to SAT-I using the 92-clique. This helps the local search solver and now it can
find a coloring for b = 102 and can even lower it to 98 before timing out on b = 97. The
98-coloring is used in SAT-II. This time CaDiCaL can prove optimality of c = 92 (the c = 93
instance is unsatisfiable). Now that the maximum clique has been determined, we switch
to SAT-III to determine the coloring number. The clique of size 92 is extended to a vertex
ordering. The solver CaDiCaL is used to solve the instances with bounds b ∈ {92, . . . , 97}.
The bounds up to b = 96 are unsatisfiable, while b = 97 times out (24 hours). Therefore, we
report an improved lower bound of 97 on the coloring number for this open instance.

4 SAT Solving Paradigms

The best SAT-solving paradigm differs for each of the encodings proposed in the prior
section. Because some sub-algorithms work by solving a sequence of SAT instances, the use
of MaxSAT solvers could be also be explored. Below we will discuss the ones used during
our experiments.
Conflict-Driven Clause Learning. The most effective and well-known exact SAT-solving
paradigm is conflict-driven clause learning (CDCL) [24]. In the context of maximum clique
and graph coloring, CDCL is mostly effective for unsatisfiability results. In particular, we use
this paradigm to increase the lower bound results after the maximum clique was determined.
Although the default heuristics in CDCL solvers are in general effective on a broad range
of formulas, we observed that using negative branching instead of phase saving improves
performance on graph coloring instances. We will use the CDCL solver CaDiCaL during the
experiments and turn on negative branching (options –forcephase=1 –phase=0).
Local Search. An almost obscure, yet quite effective local search solving paradigm is called
Divide and Distribute Fixed Weights (DDFW) [9]. In DDFW, all clauses have weights. The
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Figure 2 Performance of different maximum clique techniques to compute a large clique of
r1000.1c. The method SAT-II uses the partition obtained from a 98-coloring obtained by SAT-I.

algorithm flips variable assignments if the weighted sum of the satisfied clauses improves. If
no such variable exists (i.e., a local minimum is reached), then a random falsified clause is
selected which is increased in weight by pulling weight of its neighboring satisfiable clauses.
This is repeated until a satisfying assignment is found. We use the implementation of DDFW
in UBCSAT [30] for the experiments with SAT-III.

A well-known local search algorithm is WalkSAT [23]. Given a random assignment, the
algorithm picks a random falsified clause and flips one of its literals to satisfy the clause. This
is repeated until a satisfying assignment is found. WalkSAT is much more greedy compared
to DDFW. This is helpful to reduce upper bounds in SAT-I. However, it is not effective to
find a coloring for graphs when the coloring number equals the clique number. We use the
implementation of WalkSAT in UBCSAT.

5 Experiments

We tested the performance of our method on solving both the maximum clique and vertex
coloring problems on the 137 DIMACS Graph Coloring instances. This benchmark consists
of a variety of instances with different sizes and densities - some random graphs and
some from real world problems. We chose this sets of instances even for maximum clique
performance because the DIMACS Maximum Clique and BHOSLIB [37] instances are almost
all solved. The source code and log files of the experiments are available in the repository
https://github.com/marijnheule/clicolcom. We will note when we run experiments on
one of two different CPUs: Intel Xeon 2.33GHz CPU or AMD EPYC 7742 CPU [2].

5.1 Maximum Clique Results
As a baseline, we first ran IncMaxCLQ which solved 129 instances to optimality within one
hour on the Intel Xeon 2.33GHz CPU. IncMaxCLQ failed to produce and prove a maximum
clique for only eight graphs: C2000.5, C2000.9, C4000.5, latin_square_10, DSJC500.9,
DSJC1000.9, DSJR500.1c, and r1000.1c. For the last two instances, the largest found cliques
were of size 78 and 82, respectively. Our method is able to compute the maximum clique of
them in a few minutes: 83 and 92, respectively. We are not aware of any other tool that can
compute (and prove optimality) of the maximum cliques for these two instances.

Figure 2 illustrates the effectiveness of the SAT-II encoding. It shows for the open instance
r1000.1c the runtimes of various techniques to find a large clique. We only find the maximum
clique of size 92 with the SAT-II encoding that uses a 98-coloring obtained via SAT-I using

https://github.com/marijnheule/clicolcom
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Figure 3 Performance profile of the number of DIMACS graph coloring instances gc-cdcl and
CliColCom can prove to optimality over time.

local search. The instance with b = 93 is unsatisfiable, hence the larger runtime. IncMaxCLQ
can compute a clique of size 82, while Cliquer gets only to 58. Without a coloring (i.e., each
vertex is an independent set), SAT-II performance poorly and finds cliques up until size 74.

5.2 Comparison with State-of-the-Art Graph Coloring
We run these experiments on an Intel Xeon 2.33GHz CPU. We use gc-cdcl as a baseline
because it is the SAT-based solver that performs best on this problem domain.1

We ran gc-cdcl for 1 hour and it proved the optimal solution for 83 instances. We compare
this to our method in Fig. 3, which shows that we can solve 88 instances in 1 hour. The
differences are as follows: gc-cdcl solves myciel7, queens9_9, and qg.order60 and CliColCom
does not. CliColCom solves 4-FullIns_5, 1-Insertions_4, DSJR500.1c, le450_15c, le450_15d,
wap01a, wap02a, wap06a and gc-cdcl does not.

We observed strong performance of our setup on the wap0* graphs. We therefore ran each
instance on a cluster of AMD EPYC 7742 CPUs with 128 seeds. The results are reported in
Table 1. We improve the upper bound on four graphs, which includes closing two instances.
The DDFW algorithm was crucial to obtain these results. The wap01 instance was recently
closed with a method that requires significantly more time [26].

Table 1 DDFW runtimes in seconds for wap0* instances using 128 seeds (no timeout). The
second and third column show the lower and upper bounds. The bold bounds are improvements.

instance LB UB min mean max

wap01a 41 41 291.19 736.01 1855.56
wap02a 40 40 195.45 382.85 883.02
wap03a 40 43 9612.49 15865.50 21963.13
wap04a 40 41 29757.11 65609.40 91501.84
wap05a 50 50 1.37 1.59 2.11
wap06a 40 40 9.21 26.44 92.54
wap07a 40 41 211.26 632.63 2207.33
wap08a 40 40 1016.65 6742.98 12096.61

1The paper “An Incremental SAT-Based Approach to the Graph Colouring Problem” published in
CP 2019 claims strong computational results. Although these are reported in an aggregated form, they
imply that several challenging open instances would have been solved. The GitHub repository linked in
the paper was deleted. We contacted the authors, who were unfortunately unable to share the code or
reproduce the published results. We therefore omit a comparison with that work.
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5.3 Robustness, Variations, and Discussion
Naturally, our algorithm is sensitive to variations in its design. Below we discuss some
extensions and variants to provide additional insights.
Robustness. Replacing the CDCL solver by any modern CDCL solver would hardly change
runtime. The use of negative branching in CDCL slightly improves performance and is
available in most SAT solvers. Increasing the timeout has little to no impact.

For the improved upper bounds of the wap graphs, we tried many local search solvers
and only the implementation of DDFW in UBCSAT seems to be able to obtain them. The
key aspects that impact the performance are: 1) fix only the clique for local search (full
symmetry breaking significantly hurts local search solvers); 2) use full symmetry breaking
for CDCL (otherwise unsatisfiable instances become impossible to solve); and 3) use the
communication (otherwise hard problems cannot be solved).
Multiple colorings for SAT-II. The presented SAT-II encoding for finding a larger clique
uses one vertex coloring in its clauses. This encoding can be extended to use multiple colorings
by introducing corresponding sets of literals and clauses for each coloring. Taking DSJC250.9
as an example, we show that using multiple colorings can be beneficial to the runtime. We
ran experiments using CaDiCaL for SAT-II that used either 1, 2, or 5 74-colorings to solve
for a 43-clique. Using 40 trials for each number of colorings, the mean runtimes were 450,
62, and 202 respectively. This indicates that using two colorings may improve runtimes
compared to one coloring, but using five colorings can perform worse than two colorings.
Vertex ordering for SAT-III. Encoding SAT-III for finding a minimum coloring uses a
vertex ordering that begins with a maximum clique, assuming that starting with a maximum
clique is effective. Although useful in most cases, we observed that this heuristic does
not always result in the most effective ordering. For example, consider the graph coloring
instances queen9_9, i.e., the n-queens instance of size 9. Its largest clique has size 9 (any
row, column, or diagonal), while its coloring number is 10. Finding a clique of size 9 and a
coloring of size 10 is easy. However, showing the absence of a 9-coloring (unsatisfiable, thus
CaDiCaL was used) is hard: solving the SAT-III encoding starting with a border 9-clique
(e.g., the top row) requires roughly 3 hours solving. Starting with a diagonal 9-clique reduces
the runtime to 400 seconds. But, if one starts with a non-optimal 5-clique in the center (the
+ shaped clique that cannot be extended to a 6-clique), the runtime reduces to 100 seconds.
Heavy cliques for SAT-III. IncMaxCLQ is very effective in finding a maximum clique.
However, we observed that when using a clique to generate a vertex ordering for SAT-III,
performance of SAT-III may be enhanced by using the heaviest maximum clique, i.e., the
maximum clique with the maximum sum of the vertex degrees. For example, for the queen
instances the heaviest maximum clique is a diagonal, which we find to generate an ordering
leading to better runtime when solving SAT-III compared to using a border row or column.
Enhancing IncMaxCLQ to produce such a clique would further strengthen the results.

6 Conclusion

We were able to achieve state-of-the-art performance on the well-known DIMACS Coloring
benchmark suite by combining off-the-shelf (Max)SAT-solving tools and a combination of
three SAT encodings. Our algorithm, called CliColCom, uses the encodings to alternate
between finding larger cliques and smaller colorings until a maximum clique and minimum
coloring is found. We closed two open instances of the DIMACS benchmark suite and
improved bounds on three others.
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